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A Practical PDE Solver Should Handle
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Transolver: Making Transformers good at solving PDEs
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Key Insight: Getting rid of superficial and 
unwieldy meshes, learning intrinsic 
physical states underlying geometries
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Challenges: Geometry, Physics, Efficiency

Ø Tokenize: Learning physics-aware tokens

Scalability: Benefit from large data and model

OOD generalizability: Test on unseen PDEs

Efficiency: Linear complexity w.r.t mesh points

22% Error Reduction on Six Standard Benchmarks
Excels in Industrial-level simulations

Showcases: Complex geometries, hybrid physics2024/1/10 11:40 SY.hWPO
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Previous work: Geometric deep learning,
Linear Transformer (directly applying 
attention to mesh points, over 10k tokens)

RULER: The effective length of GPT-4 is 64k

Ø Physics-Attention: Applying attention to learned physics tokens
Physics-Attention is equivalent to learnable integral on input domain
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Figure 3. Overall design of Transolver layer, which replaces the standard attention with Physics-Attention. Each head encodes the input
domain into a series of physics-aware tokens and then captures physical correlations under intricate geometrics by attention among tokens.

on its learned feature xi, which is formalized as follows:

{wi}
N
i=1 =

�
Softmax

�
Project (xi)

� N

i=1

sj = {wi,jxi}
N
i=1 ,

(1)

where Project() projects C channels into M weights and
yields slice weights wi 2 R1⇥M after Softmax(). Specif-
ically, wi,j represents the degree that the i-th mesh point
belongs to the j-th slices with

PM
j=1 wi,j = 1. sj 2 RN⇥C

represents the j-th slice feature, which is a weighted combi-
nation of N mesh point features x. Note that mesh points
with close features will derive similar slice weights, which
means they are more likely to be assigned to the same slice.
To avoid a uniform assignment of each mesh point, we
adopt Softmax() along the slice dimension (i.e. newly pro-
jected M dimension) to make learned slice weights low-
entropy and ensure informative physical states. In practice,
Project() is configured as a point-wise linear layer, which
can naturally adapt to general geometries. As for structured
meshes or uniform grid, it can also be instantiated as a local
convolution, mesh-free layer for better representations.

Afterward, since each slice contains mesh points with simi-
lar geometry and physics features, we further encode them
into physical-aware tokens by spatially weighted aggrega-
tion, which can be written as follows:

zj =

PN
i=1 sj,iPN
i=1 wi,j

=

PN
i=1 wi,jxiPN
i=1 wi,j

, (2)

where zj 2 R1⇥C . We normalize each token feature zj
by dividing the sum of slice weights. After encoding from
physically internal-consistent slices by spatial aggregation,
each token contains information of a specific physical state.
Remark 3.1 (Why slices can learn physically internal-con-
sistent information). Firstly, as we aforementioned, slice
weights are projected from mesh features. Thus, mesh points
with similar features will be more likely to be assigned to
the same slice. Secondly, since we will apply attention to
the tokens encoded from slices, to decrease the final loss,

the slice weights will be further optimized to assign mesh
points under similar physical states to the same slice during
training. Otherwise, the attention among tokens could be
confused by the less distinguishable and state-hybrid token
features, resulting in a less satisfying performance.

Remark 3.2 (Learning slice is different from splitting com-
putation area). Classical numerical methods, such as finite
element method, usually split the whole mesh into several
computation areas for better simulation. This process re-
quires huge specialized knowledge and manual effort (Ŝolı́n,
2005) and can only cover spatially local areas. It is insuf-
ficient to capture points under similar physical states but
spatially distant, e.g. windshield and license plate of driving
cars. In this paper, we take benefits from deep features and
learn physical states in a bottom-up paradigm. The learned
slices are beyond local areas. As shown in Figure 1(e), the
model learns to ascribe the windshield, license plate and
headlight of the car into the same slice because they are all
in the front area during driving, which is highly related to
the drag force, verifying the effectiveness of learning slices.

3.2. Transolver

Based on the idea of learning physics-aware tokens, we pro-
pose the Transolver by renovating Transformer with Physics-
Attention to capture intricate physical correlations of PDEs.

Physics-Attention As described in the last section, for a
deep feature x 2 RN⇥C embedded from input, we firstly
decompose it into M physically internal-consistent slices
s = {sj}Mj=1 2 RM⇥(N⇥C) based on learned slice weights
w 2 RN⇥M . Then, to obtain the specific physics informa-
tion contained in each slice, we aggregate M slices to M
physics-aware tokens z = {zj}Mj=1 2 RM⇥C by Eq. (2).

Next, as shown in Figure 3, we employ the attention mecha-
nism among encoded tokens to capture intricate correlations
among different physical states, that is

q,k,v = Linear(z), z0 = Softmax

✓
qkT

p
C

◆
v, (3)
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① Assign each point to 𝑀 “classes”
② Separate feature to 𝑀 “slices”
③ Globally weighted sum features on 

each slice for 𝑀 physics-aware tokens
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E.5. Standard Deviations

We repeat all the experiments three times and provide standard deviations here. As shown in Table 16, Transolver surpasses
the previous state-of-the-art models with high confidence. It is worth noticing that we compare Transolver with the second-
best model on each benchmark. It is hard to outperform all the previous models consistently given that the previous models
have shown ups and downs on different benchmarks, further verifying the effectiveness of our model.

Especially for AirfRANS (Bonnet et al., 2022) that contains diverse conditions on airfoil shape, Reynolds number and angle
of attack, according to their official paper, they “choose to only run 1000 simulations as one of the goals of this dataset is to
be close to real-world settings, i.e. limited quantity of data.” Thus, this limited data setting will result in a relatively large
deviation. Notably, even in this hard setting, Transolver still surpasses the second-best model with 95% confidence.

Table 15. Standard deviations of Transolver on all experiments. For clarity, we also list the performance of the second-best model.
Especially, for Shape-Net Car and AirfRANS, standard deviations on Spearman’s rank correlations of drag or lift coefficients are provided.

MODEL (⇥10�2)
POINT CLOUD STRUCTURED MESH REGULAR GRID UNSTRUCTURED MESH

ELASTICITY PLASTICITY AIRFOIL PIPE NAVIER–STOKES DARCY SHAPE-NET CAR AIRFRANS

SECOND-BEST MODEL
0.86±0.02 0.17±0.01 0.59±0.01 0.47±0.02 11.95±0.20 0.65±0.01 98.42±0.12 99.64±0.07

(GNOT) (OFORMER) (LSM) (GNOT) (ONO) (LSM) (3D-GEOCA) (GRAPHSAGE)

TRANSOLVER 0.64±0.02 0.12±0.01 0.53±0.01 0.33±0.02 9.00±0.13 0.57±0.01 99.35±0.10 99.78±0.04

CONFIDENCE INTERVAL 99% 99% 99% 99% 99% 99% 99% 95%

Table 16. Standard deviations of Transolver on all experiments. For clarity, we also list the performance of the second-best model.
Especially, for Shape-Net Car and AirfRANS, standard deviations on Spearman’s rank correlations of drag or lift coefficients are provided.

MODEL (⇥10�2)
POINT CLOUD STRUCTURED MESH REGULAR GRID UNSTRUCTURED MESH

ELASTICITY PLASTICITY AIRFOIL PIPE NAVIER–STOKES DARCY SHAPE-NET CAR AIRFRANS

PREVIOUS SOTA 0.86 0.17 0.59 0.47 11.95 0.65 98.42 99.64
(GNOT) (OFORMER) (LSM) (GNOT) (ONO) (LSM) (3D-GEOCA) (GRAPHSAGE)

TRANSOLVER 0.64 0.12 0.53 0.33 9.00 0.57 99.35 99.78
PROMOTION 25.6% 29.4% 10.2% 29.7% 24.7% 12.3% - -

F. Full Efficiency Analysis
As a supplement to Figure 6 in the main text, we also conduct experiments on different sizes of input meshes and record
the model parameter, running time and the GPU memory of five Transformer-based methods, which are Transolver, ONO,
GNOT, OFormer, Galerkin. From Figure 21 and Table 17, we can find that in comparison with other methods, Transolver
presents the least running time growth, which benefits from our design of linear-complexity Physics-Attention. Especially in
large-scale meshes, Transolver is nearly 5x times faster than method ONO with 23% the GPU memory usage.
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Figure 21. The growth curves of Transformer-based models w.r.t. the size of input mesh, where the batch size is set as 1. We record the
running time and the GPU memory under different mesh points N , which range from 210 to 215.
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Ø More than 20 baselines: FNO, LSM, GNOT, ONO, GUNet, etc
Ø Number of Mesh points: ranging from 972 to 32,186

We list Spearman’s correlation of drag/lift coefficient for Car and AirfRANS, rL2 for others
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Figure 7. Case study on error maps of different models. Notably, Shape-Net Car requires to predict the surrounding velocity and surface
pressure simultaneously. For clearness, we plot the error on volume and surface separately. See Appendix D.2 for more showcases.
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Figure 8. Model scalability on Darcy. We re-train the Transolver
for PDEs on different (a) resolutions, (b) training samples and (c)
model layers. See Appendix E.1 for full results on all benchmarks.

PDE solving at scale One well-acknowledged merit of
Transformers is their scalability (Achiam et al., 2023). Thus,
we also include a comprehensive test about the scalability
of Transolver on resolution, data and model parameters
in Figure 8. Specifically, we gradually increase the PDE
resolution to 25x of the original setting, training data and
model parameters to 5x. It is observed that Transolver can
achieve consistent performance at scaled resolutions and
benefit from more training data and larger model parameters,
posing a potential for a large-scale pre-trained PDE solver.

Out-of-distribution (OOD) generalization In the previ-
ous research, neural solvers are mainly trained and tested
with samples under the same or in-distribution PDE co-
efficients and varied initial or boundary conditions. For
example, in the car design task, different samples of diverse
shapes are all generated under the headwind with the same
speed. As for the airfoil design, although training samples
contain various Reynolds and angles of attacks, the test set
is still under the same range of Reynolds and angles as the
training set. Here, to further examine the generalizability
of Transolver in real-world applications, we also experi-
ment with OOD airfoil design tasks, where the test set has
completely different Reynolds and angles of attacks.

As presented in Table 6, Transolver can handle OOD sam-
ples well, where it consistently performs best with Spear-

Table 6. OOD generalization experiments on the AirfRANS. Rela-
tive error of lift coefficient (CL) and Spearman’s rank correlations
(⇢L) are recorded. See Appendix E.3 for complete results.

MODELS
OOD REYNOLDS OOD ANGLES

CL # ⇢L " CL # ⇢L "
SIMPLE MLP 0.6205 0.9578 0.4128 0.9572
GRAPHSAGE (2017) 0.4333 0.9707 0.2538 0.9894
POINTNET (2017) 0.3836 0.9806 0.4425 0.9784
GRAPH U-NET (2019) 0.4664 0.9645 0.3756 0.9816
MESHGRAPHNET (2021) 1.7718 0.7631 0.6525 0.8927

GNO (2020A) 0.4408 0.9878 0.3038 0.9884
GALERKIN (2021) 0.4615 0.9826 0.3814 0.9821
GNOT (2023) 0.3268 0.9865 0.3497 0.9868
GINO (2023A) 0.4180 0.9645 0.2583 0.9923

TRANSOLVER (OURS) 0.2996 0.9896 0.1500 0.9950

man’s rank correlations of nearly 99% on unseen Reynolds
and angles of attacks. These results indicate that Tran-
solver not only fits the training data but also captures some
generalizable physical information, further highlighting the
advantage of calculating attention among physical states.

5. Conclusions and Future Work
This paper presents Transolver to solve PDEs on general
geometrics. Unlike prior Transformer operators, Transolver
proposes to apply attention to learned physical states, which
empowers our model with endogenetic geometry-general
capacity and benefits physical correlations modeling. Tran-
solver not only performs impressively on well-established
benchmarks but also excels in practical design tasks, which
consist of extremely complex geometrics and tanglesome
multiphysics interactions. Extensive analyses are provided
to verify the model’s performance, efficiency, scalability and
out-of-distribution generalizability. In the future, we will
further explore the large-scale pre-training of Transolver in
pursuit of foundation models for PDE solving.
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