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Time Series In Real World
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Pre-training and Fine-tuning in Time Series

① Use the model as the carrier of knowledge.

② Learn transferable temporal representations.

Pre-training

Fine-tuning

Diverse time series data Downstream time series analysis tasks



Pre-training Methods in Time Series

Contrastive Learning
Learn discriminative positive or negative
representations.

Masked Modeling
Reconstruct the masked content based 
on the unmasked part.

（TST、PatchTST、SimMTM…） （TS2Vec、TFC、COMET…）



Masked Modeling in Time Series
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Contrastive Learning in Time Series
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Temporal Correlation Modeling in Time Series
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Highlight the importance of 

Temporal Correlation Modeling

The most vital information in time series is 
preserved in the temporal correlations.



Siamese Masked Modeling

Emphasis on modeling time series 
association relationships from the 
past to the current

① Siamese Network & Subseries

② Past-to-Current Reconstruction

③ Learnable Lineage Embeddings



Overall design of TimeSiam

① Siamese Sampling

② Lineage Matching

1.
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Overall design of TimeSiam

③ Representation
Learning & Aggregation

④ Series Reconstruction

3.

4.



Overall design of TimeSiam

Pretrained Siamese Networks

+ Diverse Lineage Embeddings

① Enrich Fixed representation

② Enhance Extended Representations



Experiment: Overall

ü Two typical time series analysis tasks: Forecasting and Classification. 

ü Under multiple experiment settings: In- and Cross domain，Single and Multiple

Mixed Datasets.

ü Compared to 11 advanced baselines covering 13 standard benchmarks.



Experiment: Overall

TimeSiam outperforms other baselines 
significantly in all settings!



Experiment: Forecasting and Classification

TimeSiam consistently outperforms other pre-training 
methods for forecasting and classification tasks.



Experiment: Larger Data and Model Capability

Highlights the efficacy of TimeSiam and the positive correlation 
between data-model size and the final performance.



Experiment: Linear Probing

• Higher quality temporal representations.
• The effectiveness in capturing the essential 

characteristics of time series data



Experiment: Extended Input Length for Fine-tuning

Benefiting from an ingenious integration of Siamese 
modeling and lineage embeddings, TimeSiam achieves 
more accurate predictions from extended input series.



Experiment: Representation Shows

The representations generated based on the same data but with 
different lineage embeddings exhibit a high level of diversity



Experiment: Past-to-Current Reconstruction Shows



Experiment: Past-to-Current Reconstruction Shows



Open Source

Code will be open source at https://github.com/thuml/TimeSiam

https://github.com/thuml/
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