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Foundation Models

Bommasani et al. On the Opportunities and Risks of Foundation Models. Arxiv 2021. 

[Data Universal]

Learn from various modalities

[Task Universal]

Adapt to a wide range of 

downstream tasks
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Specific Inductive Biases Limit the Model Universality



Transformers

Vaswani et al. Attention is All you Need. NeurIPS 2017.

Self-Attention Multi-head Self-Attention

Dot-product Similarity & Without Specific Inductive Biases



General Relation Modeling
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Relation among Image Patches

[SOS] Flowformer is a task-universal linear Transformer. [EOS]
Relation among Words

Relation among Time Points

Relation among Agent-Environment Interactions

… [S] [A] [R] … 



Quadratic Complexity in Self-Attention

Pair-wise Relation Modeling:
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Quadratic Complexity in Self-Attention

Pair-wise Relation Modeling:

. . .

𝒪(𝑛!𝑑)

Can we remove Softmax function?

𝑸𝑲𝑻 𝑽 = 𝑸(𝑲𝑻𝑽) 𝒪(𝑛!𝑑) → 𝒪(𝑛𝑑!)



Linear Transformers

Transformer
2017

(1) Kernel Methods

(2) Approximation

(3) Nyström Methods

Linear
Transformer

2020
cosFormer

2022

Performer
2021

RFA
2021

YOSO
2021

Bigbird
2020

Reformer
2021

SOFT
2021

Reintroduce inductive biases
to avoid trivial attention

Approximation error
Strict theoretical constraint

Iterations for calculation
Cannot finish causal tasks

Scarification Information
Limits performance

…

…
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2017
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Task & Data 
Universal

How to achieve the linear complexity and maintain the universality simultaneously?
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Recap: Softmax Function

Competition
Mechanism

The key to avoid
trivial attention

Bridle et al. Training stochastic model recognition algorithms as networks can lead to maximum mutual 
information estimation of parameters. NeurIPS 1989. 

Softmax function is proposed as a differentiable generalization of the 
“winner-take-all” picking maximum operation. 
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Recap: Softmax Function

Bridle et al. Training stochastic model recognition algorithms as networks can lead to maximum mutual 
information estimation of parameters. NeurIPS 1989. 

Softmax function is proposed as a differentiable generalization of the 
“winner-take-all” picking maximum operation. 

𝐒𝐨𝐟𝐭𝐦𝐚𝐱
𝑸𝑲𝑻

𝒅
𝑽

𝝓 𝑸 (𝝓 𝑲 𝑻𝑽)
+

Competition Mechanism

“fixed resource will cause competition”



Flow Network Theory

[Conservation Property]: The incoming flow 
capacity of each node is equal to the outgoing flow.



Attention: A Flow Network View

Attention map

Results

(a) Inner View

𝑽 𝑹
Information flow



Attention: A Flow Network View

(b) Outer View

𝑽 𝑹
Information flowInformation flow Information flow



Conservation in Attention

[Incoming Flow Conservation]: Competition among Source tokens

[Outgoing Flow Conservation]: Competition among Sink tokens



Flow-Attention



Flow-Attention

𝜙 ⋅ = Sigmoid ⋅ or 𝜙 ⋅ = ELU ⋅ + 1.0



Flow-Attention

Incoming flow: 𝐼! = 𝜙 𝑄! ∑"𝜙 𝐾"
#

Incoming flow conservation: #(𝑸)
𝑰

Conserved outgoing flow: 5𝑶 = 𝜙 𝑲 ∑!
$ %! "

&!



Flow-Attention

Outgoing flow: 𝑂! = 𝜙 𝐾! ∑"𝜙 𝑄"
#

Outgoing flow conservation: #(𝑲)
𝑶

Conserved incoming flow: *𝑰 = 𝜙 𝑸 ∑!
" #!

"

$#
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Flow-Attention

Successfully bring the Competition Mechanism

Into Attention design to avoid trivial attention



Efficiency and Universality

[Efficiency]: All the calculations are in linear complexity.

[Universality]: The whole design is based on flow network without specific inductive biases.



Flowformer Experiments

• Extensive tasks (covering 5 mainstream tasks) 

• Normal and causal versions

• Various sequence lengths (29-4000)

• Extensive baselines (20+)

Image

Language

Time
Series

Agent
Trajectory



Long Sequence Modeling on LRA

https://github.com/google-research/long-range-arena

Example 2: Listops

Example 1: PathfinderLong sequence dataset with interesting tasks

https://github.com/google-research/long-range-arena


Long Sequence Modeling on LRA

State-of-the-art performance (Avg Acc 56.48%)

Ablation study to verify model effectiveness



Long Sequence Modeling on LRA

High efficiency (comparable to Performer) 

State-of-the-art performance (56.48 v.s. 51.41)



Language Modeling on Wikitext-103

Strong performance in causal task



Vision Recognition on ImageNet-1K

Surpass previous attentions

Speed up well-designed 
Transformers



Vision Recognition on ImageNet-1K

Flowformer can naturally visualize the attention map Softmax(<𝑶)



Vision Recognition on ImageNet-1K

Visualization of the allocation weights Sigmoid(A𝑰)



Time Series Classification on UEA

Extensive data types and comparing baselines 

The only deep model surpasses Rocket.



Offline Reinforcement Learning on D4RL

Complex offline control task in the autoregressive protocol.

… [S] [A] [R] … 



Offline Reinforcement Learning on D4RL

Competitive performance in the comparison with Decision Transformer.

Chen et al. Decision Transformer: Reinforcement Learning via Sequence Modeling. NeurIPS 2021. 



Summary
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Flowformer

Linear complexity w.r.t. sequence length

Based on flow network & without specific inductive biases

Strong performance in Long Sequence, CV, NLP, Time Series, RL



Open Source

https://github.com/thuml/Flowformer

Complete benchmarks & datasets & scripts

https://github.com/thuml/Flowformer
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